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요약: 본 연구는 LLM과 RAG을 통합하여 디지털포렌식 자동화 분석 시스템을 제안한다. MCP을 통해 LLM이 포렌

식 도구를 제어하여 E01에서 아티팩트를 추출하고, HyDE 기반 선별 검색과 Reranking을 통해 VDB에서 

관련 증거를 효율적으로 검색한다. 실험 결과, 제안 시스템은 침해사고 관련 질의에 대해 주요 공격 행

위를 근거 기반으로 추론할 수 있었으며, 자연어 기반 포렌식 분석 자동화의 가능성을 확인하였다.
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1. 서론

 사이버 공격이 고도화됨에 따라 디지털포렌식은 침해 

원인 분석과 위협 인텔리전스 확보를 위한 핵심 기술

로 자리 잡고 있다. 그러나 포렌식 과정에서 수집되는 

E01 디스크 이미지는 방대한 비정형 데이터를 포함하

며, 기존 상용 도구들은 수동 또는 반자동 방식으로 

데이터를 처리하기 때문에 대규모 환경에서의 효율적 

분석이 어렵다[1]. 이러한 한계를 극복하기 위해 본 

연구는 대규모 언어 모델과 검색 증강 생성을 결합한 

포렌식 분석 자동화 시스템을 제안한다. 

2. 기술 배경 및 관련 연구

2.1 대규모 언어 모델(LLM)과 RAG 
 최근 대규모 언어 모델(LLM)을 활용한 포렌식 자동화 

연구가 활발히 이루어지고 있다. Loumachi et al.[2]

은 LLM과 규칙 기반 AI를 결합한 GenDFIR 프레임워크

를 통해 로그 기반 사건 타임라인을 자동 생성하였다. 

그러나 LLM은 hallucination 문제로 실제 증거와 무관

한 정보를 생성할 수 있어 결과의 신뢰성에 한계가 있

다. 또한 검색 증강 생성 (Retrieval-Augmented Gener

ation, RAG) 기법은 검색 노이즈로 인해 관련성이 낮

은 결과를 반환할 수 있다는 지적이 있다.[3] 이러한 

문제를 보완하기 위해 HyDE(Hypothetical Document Em

beddings) 및 Reranking 기법을 활용하여, 검색 정확

도와 응답의 신뢰성을 높이는 방안을 제시한다.

2.2 Model Context Protocol (MCP)
 MCP는 LLM과 외부 도구 간 표준 통신 프로토콜로, 복

잡한 도구 체인 실행과 세션 상태 관리를 지원한다. 

최근 연구에서 MCP를 LLM이 외부 도구 및 데이터 소스

와 상호작용하도록 지원하는 개방형 표준으로 정의하

며, 포렌식 환경에서 투명성과 재현성을 향상시킬 수 

있음을 제시하였다[4]. 본 연구에서는 MCP를 통해 포

렌식 도구를 등록하여 활용하고, LLM이 자연어 질의에 

따라 적절한 도구를 호출하도록 설계하였다. 

3. 시스템 설계 및 구현

Fig. 1. 시스템 구성도

3.1 시스템 구현 환경 및 모델 구성
 본 시스템은 그림 1과 같이, MCP가 포렌식 도구를 제

어해 E01 이미지로부터 아티팩트를 추출하고 전처리하

는 증거 추출 및 전처리 과정, HyDE가 질의를 확장하

고 핵심 태그(TAG)를 생성해 벡터 데이터베이스(Milvu

s)에 색인하는 지능형 검색 및 색인 과정(임베딩 모

델: text-embedding-paraphrase-multilingual-minilm-

v2.gguf), 검색 결과를 Reranking → Prompt → Answe

r 순으로 처리하는 RAG 및 검증 과정(LLM: Qwen 3 4B 

Thinking-2507, Reranking 모델: bge-reranker-v2-m3-

Q5_K_M-GGUF)으로 구성된다.

3.2 증거 추출 및 전처리
 MCP 서버의 환경을 기반으로 LLM이 포렌식 도구를 직

접 제어할 수 있도록 설계되었다. LLM은 MCP 서버를 

통해 ArtifactExtractor를 호출하여 포렌식 이미지(E0

1)에서 아티팩트를 추출하고, Eric Zimmerman's Tools

를 자동 실행하여 JSON 형태로 변환한다. 이 과정에서 

MCP는 각 도구의 실행 결과를 LLM이 해석이 가능한 형

태로 반환하며, 각 레코드에는 원본 증거와의 연계성

을 확보하기 위한 메타정보(타임스탬프, 파일 경로, 

레코드 유형, 해시값 등)가 자동으로 태깅한다. 변환

된 데이터는 PostgreSQL 데이터베이스에 저장되며, 사

건 유형, 관련 시스템, 사용자 계정 등 다양한 속성 

기반 태그로 분류된다. MCP 서버는 RAG 검색 단계에서

도 데이터베이스 질의를 중개하여, LLM이 자연어 질문

을 SQL로 변환하고 관련 증거를 검색할 수 있도록 지

원한다. 이를 통해 분석가는 복잡한 명령어 없이 대화

형 인터페이스만으로 증거 추출부터 분석까지 일관된 

워크플로우를 수행할 수 있다.
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3.3 지능형 검색 및 색인
 RAG 시스템의 검색 효율성을 높이고 Tag 구분을 명확

히 하여 최종 답변 정확도를 향상시키는 핵심 단계로, 

사용자 질문이 입력되면 HyDE 기반 LLM이 해당 질문에 

대한 가상의 답변을 생성하고, 필수적인 증거 Tag를 

정제한다. 이후 정제된 Tag와 연관된 증거 데이터만을 

선택하여 벡터 임베딩을 수행한 뒤 VDB에 저장함으로

써, 노이즈 데이터를 사전에 필터링하고 검색 공간을 

크게 축소한다. 이러한 과정은 RAG의 초기 검색 단계

에서 노이즈를 최소화하고, LLM이 보다 신뢰성 있고 

관련성 높은 Context를 기반으로 사실 기반 답변을 생

성할 수 있도록 지원한다.

3.4 RAG 및 검증
 RAG 검색 단계에서는 사용자의 질문 벡터와 VDB에 색

인 된 증거 벡터 간 유사도를 계산하여 상위 K개의 Co

ntext를 추출하며, 이후 Reranking 단계에서 크로스-

인코더 기반 Reranking 모델을 통해 각 Contexts가 질

문과 얼마나 관련성이 높은지 재평가하고 순위를 재조

정한다. 최종적으로 가장 관련성이 높은 Contexts만이 

메인 LLM에 입력되어, 증거 기반으로 신뢰성 있는 답

변을 생성하도록 지원함으로써, 단순 검색에 비해 정

확도와 사실 근거의 신뢰성을 동시에 확보한다.

4. 실험 및 평가

4.1 실험 환경 및 데이터셋
 실험은 실제 사용자 환경을 반영하기 위해 Windows 1

1 기반의 디스크 이미지를 활용하였다. 사용된 디스크 

이미지는 다양한 침해 행위를 포함한 E01 포맷으로 구

성되었으며, 주요 시나리오는 DGA(Domain Generation 

Algorithm) 기반 도메인 생성, 내부 정보 유출 시도, 

백신 설정 변경 및 무력화, 서비스 등록을 통한 지속

성 확보, USB HID 공격 시도 등을 포함한다.

4.2 평가 방법
 평가는 사전에 정의된 질의(Q) 집합을 기반으로 수행

하였다. 각 질의에 대해 시스템이 생성한 응답(A*)이 

기준 답변(A)을 직접 포함하거나, A*의 내용으로부터 

A를 논리적으로 도출할 수 있는지를 검증하였다. 즉, 

LLM이 생성한 서술을 통해 정답과 동일한 결론에 도달

할 수 있는지를 판단함으로써, 시스템의 추론 정확성

과 근거 일관성을 평가하였다.

4.3 실험 결과

table. 1 포렌식 분석 범주별 정확도 결과

항목 질의 수
정확(1)

합
부분(0
.5)합

정확도
(%)

Activity 5 2 2 60

Intrusion 5 3 1 70

Exfiltration 5 0 1 10

 Table 1은 제안된 시스템의 응답 정확도를 항목별로 

제시한다. 행위분석(Activity) 범주에서는 USB 연결 

기록과 사용자 활동 로그가 일관되게 식별되어 정확도 

60%를 보였으며, 시스템이 정상 행위 기반의 이벤트를 

효과적으로 구분함을 확인할 수 있다. 보안 우회(Defe

nse Evasion) 범주에서는 Windows Defender 설정 변경

(Event ID 5007)과 서비스 등록 (Event ID 7045) 등 

보안 정책 변조 및 지속성 확보 행위가 탐지되어 정확

도 70%를 기록하였고, 시스템이 내부 침해 과정에서 

발생하는 보안 회피 패턴을 적절히 포착함을 보여준

다. 반면 유출판별(Exfiltration) 범주에서는 PowerSh

ell 실행과 압축 파일 생성이 관찰되었으나, 실행 주

체와 후속 네트워크 활동 간의 연계성이 부족하여 행

위의 의도를 명확히 판단하기 어려웠으며, 정확도는 1

0%로 낮게 나타났다. 이러한 결과는 제안된 시스템이 

실제 로그를 근거로 행위를 일정 수준에서 구분하고 

침해 징후를 부분적으로 추론할 수 있음을 시사한다.

5. 결론

 본 연구는 대규모 언어 모델과 RAG 아키텍처를 결합

하여 포렌식 증거 분석을 자동화하는 시스템을 제안하

였다. HyDE 기반 증거 선별과 Reranking 기법을 통해 

방대한 E01 디스크 이미지에서도 관련성 높은 증거를 

효율적으로 검색하고 사실 기반의 응답을 생성할 수 

있음을 확인하였다. 다만, 벡터 임베딩 처리 속도 지

연과 단일 디스크 이미지에 의존한 실험 설계로 인해 

행위 간 인과관계 추론에는 한계가 존재하였다. 향후

에는 네트워크 패킷, 메모리 덤프 등 다양한 증거 소

스를 통합하고, 증분 임베딩 및 시간적 상관관계 분석 

모듈을 적용함으로써, 보다 더 정교한 공격 연쇄 분석

과 자동화된 포렌식 추론 체계의 고도화가 가능할 것

으로 기대된다.
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